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Collaborators

I Collaborators:

I Scott H. Holan, U. Missouri
I Christopher K. Wikle, U. Missouri

I Support:

I NSF-Census Research Network

I Spatio-Temporal Statistics NSF-Census Research
Network (STSN):

I Please visit our website,
http://stsn.missouri.edu/index.shtml

http://stsn.missouri.edu/index.shtml


Motivation: Example Federal Data

I The American Community Survey (ACS):

I An ongoing survey administered by the U.S. Census Bureau
that provides timely information on several key demographic
variables.

I The ACS produces 1-year, 3-year, and 5-year
“period-estimates,” and corresponding margins of errors, for
the published demographic and socio-economic variables
recorded over predefined geographies within the United States.

I Quarterly Workforce Indicators (QWI):

I The Longitudinal Employer-Household Dynamics (LEHD)
program, managed by the US Census Bureau, produces QWIs
for key economic variables.



Motivation: Example Federal Data (Cont’d)

I Screenshot of http://factfinder.census.gov/.

http://factfinder.census.gov/


Motivation: Example Federal Data (Cont’d)

Continuous 
ACS Estimates 



Motivation: Example Federal Data (Cont’d)

Mostly Count-
Valued Estimates! 



Motivation: Spatial Statistics for Federal Data

I Federal data sources, such as ACS, share many common
features.

1. Very large datasets (on the order of millions).
2. Multivariate data (with a large number of variables).
3. Spatial referenced data over geographic regions (i.e., counties,

states, etc.).
4. Data recorded over discrete time.
5. The data are often count-valued.
6. There are multiple spatial-temporal scales.

Point of the talk:

I Overview Talk: Discuss some of the problems/applications
that the STSN node of the NCRN has been working on.

I Focus: Multiscale Spatio-Temporal Analysis, and Multivariate
Spatio-Temporal prediction.



Statistical Hierarchical Models

A Latent Gaussian Process Model

Data Model :
n∏

i=1

[Zi |Yi ,θD ];

Process Model : Gaussian(Y|µ,Σ);

Parameter Model : [µ,Σ],

where Y ≡ (Y1, ...,Yn)′.

I Zi : i-th data point.

I Yi : i-th latent quantity of interest.

I θD is a set of real-valued data parameters.

I Y is n-dimensional with mean µ and covariance Σ.

I See Cressie and Wikle (2011)



Statistical Hierarchical Models (Cont’d)

I When the dataset is continuous and normal it is typically
assumed,

[Zi |Yi ,θD = σ2] = Gaussian(Yi , σ
2).

Main practical difficulty in fitting this HM:
I Inverting a large n × n matrix Σ.

I When the dataset is count-valued it is typically assumed,

[Zi |Yi ,θD = ∅] = Poisson {exp(Yi )} .

Main practical difficulties in fitting this HM:
I Inverting a large n × n matrix Σ.
I This distribution theory is computationally more difficult

to use than the Gaussian data model/Gaussian process
model specification.



Important Problems for Federal Statistics

I Multiscale Spatio-Temporal Analysis:

I Change of Support: Can one produce estimates on
user-defined geographies, and user-defined time-periods?

I Regionalization: Is there a “best” spatial support?

I Multivariate Spatio-Temporal prediction:

I Leveraging Information: Can one use dependencies between
variables, times, and regions to predict “missing” values for
federal Data?



Multiscale Spatio-Temporal Analysis: Spatial Change of
Support

 (a) Community District Boundaries in NYC  (b) Census Tract Boundaries in NYC

(c) NYC PUMA/Community District Overlap



Change of Support

I There are two general approaches for spatial change of
support.

1. Bottom-up: Define the stochastic process {Y (s) : s ∈ D},
where D ⊂ Rd is a generic spatial domain. Then, COS is
computed via the integral

Y (A) =
1

|A|

∫
A

Y (s)ds,

where |A| is the cardinality of the set A ∈ D.

2. Top-down: Define the process by a partitioning of the source
support and target support (Mugglin et al., 1998).

I For reviews see: Gelfand et al. (2001), Wikle and Berliner
(2005), Gotway and Young (2002), and Trevisani and Gelfand
(2013).



Spatial COS Count-Valued Survey Data (Bradley et al.,
2014)

I Summary of Methodology:

I Use a Poisson data model and a latent Gaussian process.

I Include the sampling distribution of survey variances as a data
model.

I Introduce an extension of the Givens angle prior from Yang
and Berger (1994).

I Use the “bottom-up” approach for COS.

I Paper: Bradley, JR, Wikle, CK, and Holan, SH. (2015).
Bayesian Spatial Change of Support for Count-Valued Survey
Data. arXiv preprint: 1405.7227. (Invited Revision − Journal
of the American Statistical Association)



Spatial COS for ACS

(a) Poverty by Census Tracts in NYC
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(b) Survey Variance by Census Tracts in NYC

 

 

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5
x 10

5

0 1 2 3 4 5 6 7 8 9
0

2

4

6

8

10

12

14
(c) Scatterplot of log Count versus log Survey Variance

log (Z(A1,i))

lo
g(

σ
2 1,
i)



Spatial COS for ACS (Cont’d)

I The posterior predictive p-value (using the likelihood ratio as the
discrepancy measure) is 0.60, which indicates no lack of fit; i.e., that we
are obtaining a reasonable fit to the data.

(a) Posterior Mean by Census Tracts in NYC
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(b) Posterior Variance by Census Tracts in NYC

 

 

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

x 10
4

(c) Posterior Mean by Community District in NYC
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Spatial COS for ACS (Cont’d)

DCP estimated poverty (PUMA)
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Spatial COS for ACS (Cont’d)
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Misaligned Aligned

Boxplot of Prediction Error by Alignment

Figure: A generic community district B and a generic PUMA C are
considered aligned if 0.7 ≤ |B ∩ C |/|B| ≤ 1.3, and are considered
misaligned otherwise. Here we provide boxplots of
abs

{
ECS(µ(B)|Z)− µ̂DCP(C )

}
by this categorization of alignment.



Spatio-Temporal COS for the American Community Survey
(Bradley et al., 2015c)

I Need/Usefulness:

I An ACS user might like to define their own geography, and
define their own time-period.

I An ACS user might like to compare across different areal units.

I The latent Gaussian process framework leads to smaller
measures of error.

I Paper: Bradley, JR, Wikle, CK, and Holan SH. (2015 − To
Appear). Spatio-Temporal Change of Support with
Application to American Community Survey Multi-Year Period
Estimates. Stat.



Spatio-Temporal COS for ACS

(a) 2013 5−year ACS Estimates
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(c) 2013 3−year ACS Estimates
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Spatio-Temporal COS for ACS (Cont’d)

(c) 2013 3−year ACS Estimates
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(g) 2013 3−year Model−Based Estimates
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Important Problems for Federal Statistics

I Multiscale Spatio-Temporal Analysis:

I Change of Support: Can one produce estimates on
user-defined geographies, and user-defined time-periods?

I Regionalization: Is there a “best” spatial support?

I Multivariate Spatio-Temporal prediction:

I Leveraging Information: Can one use dependencies between
variables, times, and regions to predict “missing” values for
federal Data?



Simple Example

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

(m) (n)
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Another Example

(a) County−Level 2013 ACS 5−year Period Estimates 
                     of Median Household Income
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(b) State−Level 2013 ACS 5−year Period Estimates 
                  of Median Household Income
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(a), ACS estimates by counties (b) ACS estimates by state. Notice that the

color-scales are different for each panel.



Regionalization (Bradley et al., 2015b)

The Karhunen-Loeve Expansion:

Y (s) =
∑
j

φj(s)αj ; s ∈ D,

I where {αj : j = 1, 2, ...} are uncorrelated with

variances {λj : j = 1, 2, ...} (eigenvalues);

I the orthonormal real-valued functions

{φj(s) : j = 1, 2, ...} (eigenfunctions) have

domain D, and satisfy a Fredholm integral

equation.

When does Spatial Aggregation Error Occur?:

Y (s)− Y (A)

=
∑
j

{
φj(s)− 1

|A|

∫
A
φj(u)du

}
αj ; s ∈ D.



Regionalization (Bradley et al., 2015b)

I We define the criterion for spatial aggregation error (CAGE)
to measure the amount of spatial aggregation error as

CAGE(A) =
1

|A|
∑
j

∫
A

{
φj(s)− 1

|A|

∫
A
φj(u)du

}2

λj .

I Regionalization Algorithm:

1. Step 1: Obtain M MCMC replicates of {Y (s) : s ∈ D} using a
latent Gaussian process model.

2. Step 2: Apply a clustering algorithm to each of the M MCMC
replicates of {Y (s) : s ∈ D}. This yields a total of M
candidate regionalizations.

3. Step 3: Choose the regionalization, from among the M
candidates in Step 2, that minimizes CAGE.



Regionalization (Bradley et al., 2015b)

I Practical Conclusions:

I CAGE allows us to find optimal regionalizations.

I Evaluate the MAUP/ecological fallacy for a given spatial
domain (i.e., uncertainty quantification).

I Provides a way for dimension reduction.

I Paper: Bradley, JR, Wikle, CK, and Holan, SH. (2015).
Regionalization of Multiscale Spatial Processes using a
Criterion for Spatial Aggregation Error. arXiv preprint:
1502.01974. (Invited Revision − Journal of the Royal
Statistics Society: Series B)



ACS Example

(a) Optimal Support−Level Predictions
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(c) Square Root CAGE for Optimal Support
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Important Problems for Federal Statistics

I Multiscale Spatio-Temporal Analysis:

I Change of Support: Can one produce estimates on
user-defined geographies, and user-defined time-periods?

I Regionalization: Is there a “best” spatial support?

I Multivariate Spatio-Temporal prediction:

I Leveraging Information: Can one use dependencies between
variables, times, and regions to predict “missing” values for
federal Data?



Quarterly Workforce Indicators (QWIs)
Monthly Income For Women (Education Industry, 3rd Quarter of 2006)
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The Longitudinal Employer-Household Dynamics (LEHD) program
(US Census Bureau) produces QWIs for key economic variables for

I Each quarter in the years 1990–2013 (92 discrete
time-points).

I Each of the 3,145 US counties.

I Different genders and industries (20 industries).



Quarterly Workforce Indicators (QWIs)

I Need for Multivariate Spatio-Temporal Predictions:

1. Memorandum of Understanding: 35% of the QWIs are missing.

2. Uncertainty Measurements: Uncertainty measures are not
made publicly available. Consequently, it is difficult for QWI
data-users to assess the quality of the published estimates.

3. QWIs have had a significant impact on the economics
literature: for example, see Davis et al. (2006), Thompson
(2009), Dube et al. (2013), Allegretto et al. (2013), among
others.



Quarterly Workforce Indicators (QWIs)

I Big Data:

1. There are a total of 7,530,037 observations;

2. There are a total of 3,680 spatial fields;

3. There are 2× 20× 3145× 92 = 11, 573, 600 possible
gender/industry/space/time combinations.

I Complex Dependencies:

1. Interactions between space, time, and variables.

2. Nonstationary in space and time.

3. Asymmetric Dependencies



Multivariate Spatio Temporal Prediction for Gaussian Data
(Bradley et al., 2015a)

I Summary of Methodology:

I We use a mixed effects modeling framework that we call the
multivariate spatio-temporal mixed effects model (MSTM).

I Use covariate information to define temporal dynamics. This
results in something we call the Moran’s I propagator matrix.

I Introduce an extension of the Moran’s I prior distribution from
Hughes and Haran (2013).

I Paper: Bradley, JR, Holan, SH, and Wikle, CK. (2015 − To
Appear). Multivariate Spatio-Temporal Models for
High-Dimensional Areal Data with Application to Longitudinal
Employer-Household Dynamics. The Annals of Applied
Statistics.



Predicting Quarterly Average Monthly Income

(a) Obs. Income For Women (Edc. Industry, 1st Quart. of 2013)
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(b) Obs. Income For Men (Edc. Industry, 1st Quart. of 2013)
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(a) and (b) present the QWI for quarterly average monthly income (US dollars)
for the state of Missouri, for each gender, for the education industry, and for
the first quarter of 2013. LEHD does not provide estimates at every county in
the US at every quarter; these counties are shaded white.



Predicting Quarterly Average Monthly Income (Continued)
(a) Obs. Income For Women (Edc. Industry, 1st Quart. of 2013)
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(b) Obs. Income For Men (Edc. Industry, 1st Quart. of 2013)
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(c) Predicted Income For Women (Edc. Industry, 1st Quart. of 2013)
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(d) Predicted Income For Men (Edc. Industry, 1st Quart. of 2013)
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(f) Root MSPE For Women (Edc. Industry, 1st Quart. of 2013)
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Discussion

I We described important features of public-use federal datasets
from the point-of-view of spatio-temporal statistics.

I Described some recent work by the Spatio-Temporal Statistics
node of the NCRN at the University of Missouri:

I Multiscale Spatio-temporal Analysis

I Multivariate Spatio-Temporal Prediction

I The recent research at STSN provides ways for data-users to:

I Define their own geographies/time-periods.

I Quantify the MAUP/ecological fallacy for a given geography.

I Find an optimal regionalization.

I Analyze high-dimensional multivariate spatio-temporal
datasets.

I We have developed distribution theory to extend the MSTM
to the Poisson case (Under Review) – Stay Tuned!
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